
The use of phase in the detection of auditory steady-state responses

Terence W. Picton*, Andrew Dimitrijevic, M. Sasha John, Patricia Van Roon

Rotman Research Institute, Baycrest Centre for Geriatric Care, University of Toronto, 3560 Bathurst Street, Toronto, Ontario, Canada M6A 2E1

Accepted 24 May 2001

Abstract

Objective: To investigate how phase measurements might facilitate the detection of auditory steady-state responses.

Methods: Multiple steady-state responses were evoked by auditory stimuli modulated at rates between 78 and 95 Hz and with intensities

between 50 and 0 dB SPL. The responses were evaluated in 20 subjects after 1, 2, 4, and 6 min. The responses were analyzed in the frequency

domain using 4 different detection protocols: (1) phase-coherence, (2) phase-weighted coherence, (3) F test for hidden periodicity, and (4)

phase-weighted t test. The phase-weighted measurements were either based on the mean phase of a group of normal subjects or derived for

each subject from the phase of the response at higher intensities.

Results: Detection protocols based on both phase and amplitude (F test and phase-weighted t test) were more effective than those based on

phase alone (phase coherence and phase-weighted coherence) although the difference was small. Protocols using phase-weighting were more

effective than those without phase-weighting. The lowest thresholds for the steady-state responses were obtained using the phase-weighted t

test.

Conclusion: Threshold detection can be improved by weighting the detection protocols toward an expected phase, provided that the

expected phase can be reliably predicted. q 2001 Elsevier Science Ireland Ltd. All rights reserved.
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1. Introduction

Steady-state responses occur when the frequency consti-

tuents of a response remain stable in amplitude and phase

over time (Regan, 1989). These responses are usually

evoked by periodic stimuli and measured in the frequency

domain at the frequency of stimulation or one of its harmo-

nics. The responses are two-dimensional and can be

described in terms of their amplitude and phase. Phase is

related to latency although converting phase to latency

involves solving some ambiguities deriving from the circu-

lar nature of phase measurements (John and Picton, 2000b).

Auditory steady-state responses can be recorded at many

different stimulus rates (Rickards and Clark, 1984; Rees et

al., 1986). Responses recorded at stimulus rates near 40 Hz

(Galambos et al., 1981; Rodriguez et al., 1986; Kuwada et

al., 1986) and at rates near 80 Hz (Cohen et al., 1991; Rance

et al., 1995; Lins et al., 1996) have been used to estimate

hearing thresholds. These responses can provide audio-

metric information without requiring a patient to respond

behaviorally to sounds. This is clinically important when

evaluating the hearing of infants, young children, cogni-

tively impaired adults and patients who may have a func-

tional hearing loss. However, objective audiometry with the

steady-state responses is only possible if the responses can

be reliably detected.

Like all scalp-recorded evoked potentials, steady-state

responses are intermixed with noise. Detecting whether a

response is present therefore requires some assessment of

whether the recorded signal is signi®cantly different from

what might be expected from the noise alone. There are

basically two kinds of tests for whether a response is

present: one based on the similarity of a measurement across

replications and the other based on the difference between a

measurement at the frequency of stimulation (signal) and

other measurements (noise) in the spectrum. Similarity in

phase across replications can be assessed using phase coher-

ence (Lord Rayleigh, 1880; Stapells et al., 1987). Similarity

in both phase and amplitude can be assessed using either the

T2 test (Hotelling, 1931; Picton et al., 1987; Victor and

Mast, 1991) or magnitude squared coherence (Dobie and

Wilson, 1989, 1994a). Comparing the response (both ampli-

tude and phase) at the frequency of stimulation to measure-

ments at other frequencies in the spectrum is performed
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using the F test (Schuster, 1898; Zurek, 1992). Although

measurements that combine both phase and amplitude are

theoretically more powerful than phase measurements alone

(Dobie and Wilson, 1993), the different tests are often

equally effective in detecting responses in real data (Picton

et al., 1987; Valdes et al., 1997).

If the phase of the response is likely to be a particular

value, one can bias the detection procedures towards recog-

nizing as signi®cant responses with phases that are close to

this expected value. Dobie and Wilson (1994b) used a

cosine-squared function to weight responses with phases

that were within 908 of an expected phase. They found

that such `phase weighting' of the results improved the

detection of responses using magnitude squared coherence.

Lins et al. (1996) used a simple cosine function to bias their

data over the full 3608. They also proposed a combined

weighting approach, whereby the response was compared

to how close it was in both amplitude and phase to an

expected response. Both techniques improved the detection

of responses without changing the false alarms. Simple

phase weighting was a little more effective than ampli-

tude±phase weighting, but the difference between the tech-

niques was not signi®cant. The techniques of Dobie and

Wilson, and Lins et al. required empirical adjustment of

the decision criteria to prevent the procedure from recogniz-

ing as signi®cant too many trials in which there were no

responses.

Dobie (personal communication) also suggested the

possibility of converting the Hotelling's T2 test into a simple

t test by projecting the two-dimensional data onto a one-

dimensional line oriented at the expected phase. We have

applied this idea to the F test. Instead of projecting the

replicated responses onto the expected phase, we projected

the measurement at the stimulus frequency and the measure-

ments at adjacent frequencies onto the same phase. Then we

compared the projected amplitude at the stimulus frequency

to the distribution of the projected noise. This new `phase-

weighted t test' is simple to implement. Furthermore, it does

not require setting an empirical decision criterion. The

con®dence limits for the noise can be determined using

the statistical distribution of Student's t.

The present study evaluated the use of phase measure-

ments in detecting the auditory steady-state responses. The

steady-state responses were recorded using weighted aver-

aging (LuÈtkenhoÈner et al., 1985; John et al., 2001) at stimu-

lus modulation frequencies between 75 and 100 Hz. The

overall goal was to determine the most effective way of

detecting these responses. Three main questions were

addressed. The ®rst was whether detection protocols based

on phase information alone recognized responses as accu-

rately as protocols using both phase and amplitude. The

second was whether the detection procedures could be

facilitated by biasing the protocols to recognize responses

with phases similar to what was expected. The third ques-

tion was whether these procedures would alter the threshold

at which the responses were recognized.

2. Methods

2.1. Subjects

Twenty subjects (ten females, mean age 30 and age range

23±48 years) participated in this study. Behavioral thresh-

olds were obtained using a Grason Stadler Model 16 audio-

meter, which was also used to present the stimuli during the

experimental protocols. During the recording of the auditory

steady-state responses, the subjects slept in a reclining chair.

2.2. Stimuli

Eight tones were presented simultaneously, 4 to the left

ear and 4 to the right ear, with each tone having a different

carrier frequency and a speci®c rate of amplitude modula-

tion (AM) between 78 and 95 Hz. The modulation-envel-

opes were based on an exponential sine function using a

power of two and a modulation depth of 100% (John et

al., submitted). Such stimuli have a broader frequency spec-

trum with 4 sidebands (two on either side of the carrier)

rather than the two sidebands of sinusoidal AM. Probably

because of their more rapid increase in amplitude, these

stimuli elicit larger responses than sinusoidal AM. In the

left ear, the carrier frequencies were 750, 1500, 3000, and

6000 Hz and the modulation frequencies were 80.08, 84.96,

89.84, and 94.73 Hz, respectively. In the right ear, the

carrier frequencies were 500, 1000, 2000, and 4000 Hz

and the modulation frequencies were 78.13, 83.01, 86.91,

and 91.80 Hz. The modulation frequencies were selected so

that there was an integer number of cycles of modulation

within 1.024 s. For example, for the 500 Hz carrier, 80

cycles of modulation occurred within an epoch, giving a

modulation frequency of 80/1.024 or 78.125 Hz.

Stimuli were presented using Etymotic ER-2 insert

earphones at intensities of 50, 40, 30, 20, 10, and 0 dB

SPL. In the 0 dB condition, the insert earphones were actu-

ally withdrawn from the ears and taped shut to ensure that

no sound was heard. This condition could then serve as a

control for checking the false alarm rates of the tests.

Although the stimulus intensity was therefore much lower,

we shall use the `0 dB SPL' nomenclature for simplicity.

The intensities were based on root-mean square amplitudes

of the individual stimuli and the combination of 4 stimuli

had an overall intensity about 5 dB higher than a single

stimulus. Intensities were calibrated using a BruÈel and

Kjaer 2230 sound level meter with a 2 cc DB 0138 coupler

and were accurate within ^3 dB.

2.3. Steady-state responses

The steady-state responses were recorded using the

MASTER system (John and Picton, 2000a). Responses

were recorded between Cz and the neck (ground on the

right clavicle) with an analog/digital (A/D) conversion

rate of 1000 Hz. The analog ®lter bandpass for recording

these data was 1±300 Hz. As well as evaluating the data on-
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line, the MASTER system stored the data in continuous disk

®les. The stored data were analyzed off-line using

MATLAB programs. Sixteen individual data epochs of

1024 points each were collected and linked together into a

sweep lasting 16.384 s. As each sweep was completed, it

was added to a running average, and the ®nal average sweep

was transformed into the frequency domain by means of a

fast Fourier transform (FFT). The FFT provides a spectrum

of real and imaginary values at each of 8192 frequencies

between 0 and 500 Hz (resolution of 0.061 Hz).

The averaging process used a weighting procedure

(LuÈtkenhoÈner et al., 1985; John et al., 2001). The weighting

factor for each epoch was based upon the frequencies near

those of the responses. Accordingly, we initially ®ltered

each sweep of data using a digital second-order Butterworth

®lter with a bandpass of 70±110 Hz. The weighting factor

was then the reciprocal of the variance of the ®ltered activity

over each epoch. The un®ltered data for each epoch was

then multiplied by the weighting factor. Each epoch of the

®nal summed sweep was then divided by the sum of the

weights of the epochs that had been combined to form

that particular epoch. This procedure calculates the weights

on the basis of activity in a selected bandpass but applies the

weights to the un®ltered data so as not to distort the signals

or the detection protocols (John et al., 2001). In order to

ensure that the weighting procedure improved the ef®ciency

of signal detection, we also recorded responses using normal

averaging.

Signal amplitudes were calculated as the square root of

the sum of the squares of the real and imaginary components

provided by the FFT at each of the resolved frequencies and

a cosine onset phase was calculated from the arctangent of

the real and imaginary components. When combining

phases across subjects, we used vector averaging with

each subject contributing equally, provided the response

was judged signi®cant. When combining amplitudes, we

simply averaged the individual amplitude measurements

(whether or not they were signi®cant). The standard devia-

tions (SD) for amplitude were calculated conventionally.

The standard deviations for the phase measurements can

be calculated in several ways (reviewed by Zar, 1999, p.

604). We chose to use the technique of Mardia (1972) since

it appears most similar to the linear standard deviation. A

value R was calculated as described in Section 2.4.1 and the

circular standard deviation (CSD) in degrees was estimated

as

180

p

��������������
22 loge�R�

p
where loge(R) is the natural logarithm of R.

2.4. Signal-detection protocols

The responses were evaluated at each of the 8 stimulus

frequencies and at 4 other frequencies (75.20, 82.03, 92.77,

and 96.68 Hz) that served as arbitrary controls to assess the

incidence of false detections. The responses were assessed

using 4 different measurements, described in the following

paragraphs. Two of these measurements involved checking

for a response at an expected phase. The expected phase was

determined in two ways. For the responses to the 50 dB SPL

stimuli, the expected phases were estimated from pilot data

for the responses at each of the carrier frequencies. These

phase data were determined from the results of 5 subjects.

The data were close to but not equivalent to the actual mean

phases later obtained. (We therefore also re-analyzed the

results using the actual mean data.) For intensities lower

than 50 dB SPL, the phase was calculated as the phase of

the response for each subject at each carrier frequency at 50

dB SPL intensity less than the normal change in phase that

occurs with decreasing intensity. This change (22.88/dB)

was also estimated from the pilot data. This slope was

kept constant over all carrier frequencies and not estimated

speci®cally for each.

2.4.1. Phase coherence

This test derives from the work of Lord Rayleigh (1880).

After each epoch of recording (1.024 s), an FFT was

performed and the phase of the response was measured at

each of the stimulus-frequencies. The sine and the cosine of

these phases (u ) were then added separately to running

sums. The phase coherence (R) after N epochs could then

be calculated as:

R � 1

N

�����������������������������������XN
i�1

cos ui

 !2

1
XN
i�1

sin ui

 !2
vuut

This measurement varies between 0 and 1, with higher

values indicating a lower probability that the phase is chan-

ging randomly from epoch to epoch (Lord Rayleigh, 1880;

Fisher, 1993; Zar, 1999; Cohen et al., 1991). The signi®-

cance of the result was assessed using the equations

described by Fisher (1993). This calculation was based on

the phases estimated from each epoch (`epoch-based') and

did not bene®t from the weighted averaging. We therefore

also estimated the phase coherence from the 16-epoch

sweep obtained after weighted averaging. In this evaluation,

N was always 16.

2.4.2. Phase-weighted coherence

If the distribution of phases is tested for an expected

phase (u e) rather than for any departure from random

phase, a modi®ed measurement (R0) can be calculated:

R0 � R cos� �u 2 ue�
where �u is the mean phase of the sample (calculated from

the arctangent of the sums of the cosines and the sines of the

individual phase). The signi®cance of this result was

assessed differently from R, once again using equations

described by Fisher (1993). As well as calculating the

phase-weighted coherence on an epoch-by-epoch basis,
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we also made the calculations using the 16 epochs within

the weighted-average sweeps.

2.4.3. F test for hidden periodicity

This test derives from the initial description of Schuster

(1898) and further work by Fisher (1929). The amplitude

spectrum of the ®nal sweep showed the steady-state

responses at the frequencies equal to the modulation rates

of the carrier frequencies. An estimate of the background

noise can be obtained from frequencies where no stimulus

occurred. We estimated the signal-to-noise ratio (SNR) by

comparing the power at each stimulus-frequency �a2
s �,

equivalent to the sum of the squares of the real and imagin-

ary parts of the FFT, to the average power at 120 nearby

frequencies (60 above and 60 below the stimulus-

frequency), excluding the frequencies where there were

other stimuli:

120a2
sXi�s160

i�s 2 60
i±s

a2
i

Since the spectra were derived from a sweep lasting 16.384

s, power measurements were available at a resolution of 1/

16.384 or 0.061 Hz. The noise estimates therefore came

from 3.7 Hz (i.e. 0:061 £ 60) above and below the frequency

at which the steady-state signal appeared. The signi®cance

of this ratio can be assessed through the F distribution with 2

and 240 degrees of freedom (Zurek, 1992; John and Picton,

2000a).

2.4.4. Phase-weighted t test

A two-dimensional vector can be projected onto an

expected phase to give a one-dimensional measurement

(Strasburger, 1987). Basically, the amplitude of each vector

is multiplied by the cosine of the difference in phase

between it and the expected phase (cf. the weighted phase

coherence measurement). We used a similar approach to

convert the F test for hidden periodicity into a t test. Each

of the amplitudes (for the signal and the 120 adjacent

frequencies) was projected onto the expected phase and

the signi®cance of the ratio between the projected amplitude

and the projected noise was assessed using a t test with 119

degrees of freedom. Fig. 1 shows a graphic representation of

this procedure. We made the ®gure legible by using only 16

adjacent bins (rather than 120) for the noise estimate.

2.5. Simulations

In order to ensure that the statistical analyses (and their

instantiation in our software) were performing correctly, we

evaluated the protocols using simulated signals and noise.

The noise was normally distributed and the signal was a sine
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Fig. 1. Projecting data onto an expected phase. These data were obtained from one subject and show a response to a 50 dB SPL 2 kHz carrier frequency

modulated at 83 Hz. In order to make the diagram legible, the response is compared to 16 adjacent noise-bins (8 on each side of the modulation frequency)

rather than the usual 120. On the left diagram, the P , 0:05 con®dence-limits for the noise are shown with the circle. The response plotted with an arrow is not

signi®cantly different from noise at P , 0:05 since it is not larger than the radius of the circle. On the right, the data have been projected onto an expected phase

of 1048. The actual process of projection is shown only for the response. The larger circles indicate the superimposition of two or 3 projected data-points. The

parabola shows the P , 0:05 con®dence limits for the one-tailed t test. The projected response (arrow) is signi®cantly different from the noise at P , 0:05

because it goes beyond these limits.



wave with a constant phase for each epoch. Fig. 2 shows

sample results from 1000 simulations. For each simulation,

the data array (1024 values) was ®lled with noise consisting

of normally distributed numbers with a mean of zero and a

standard deviation of 2. On the left are shown the results of

testing for a signal when none was present. The probability

histogram is plotted using bins equal to a 1% change in

probability. Thus the ®rst bin shows the incidence of evalua-

tions showing 0 , P , 0:01 and the next bin shows the

incidence of evaluations showing 0:01 , P , 0:02 and so

on. The probability that a signal was incorrectly detected

was constant across the different probabilities. The cumula-

tive probability was such that the incidence of P , 0:01

results was indeed near 1.0% (as indicated with arrows).

On the right are shown the histograms of the probabilities

when a small signal (a cosine wave with an amplitude of

^0.1 and a frequency of 32/1024 points in the array) was

added to the noise. The weighted analyses were performed

using an expected phase equal to the actual phase of the

simulated signal (458). The histograms tilt toward the

lower probabilities with more of the responses judged

signi®cant using criteria such as P , 0:05 or P , 0:01

than can be attributed to chance alone. This effect is greater

for the measurements based on phase and amplitude (F test

and phase-weighted t test) than for those based on phase

alone and greater for those measurements using phase-

weighting (when the expected phase is equal to the actual

phase) than without phase-weighting.

2.6. Threshold estimations

Thresholds were estimated for each of the carrier-

frequencies according to the following rules. If the response

at 50 dB SPL was not signi®cant at P , 0:05, the threshold

was arbitrarily set at 60 dB SPL. Otherwise, the threshold at

a particular carrier-frequency was the lowest intensity at

which a response was detected as signi®cant when all

responses at higher intensity were also signi®cant. Thresh-

olds were determined using the data obtained with the 4

different protocols using mean phases at 50 dB SPL and

mean changes in the phase with intensity estimated from

pilot data. In addition, we repeated the evaluation using
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Fig. 2. Detection protocols using simulated data. The simulated data was normally distributed noise with a standard deviation of 2. The results on the left were

obtained with the noise alone. The results on the right were obtained when a sine-wave signal with an amplitude of ^0.1 was added to the noise. One thousand

simulations were performed and the incidences of the probability values from each of the tests were plotted in histograms using one bin for each 0.01 increment

in the probability. The numbers with the arrows show the incidence of recognizing the signal at P , 0:01 in each of the different conditions using each of the

different protocols. If the test is performed correctly, these histograms should be ¯at across the range of probabilities when noise alone was analyzed. This

indeed occurred for all the tests. The incidence of tests showing P , 0:01 is indicated with the arrows. This should be close to 1.0%. When a signal was present,

the incidence of recognizing it as signi®cantly different from the noise should show up as an increase in the lower probabilities in the histogram. This clearly

occurred for all tests with the phase-weighted t test showing the greatest effect.



the actual mean phases at 50 dB SPL over the 20 subjects

and the actual mean slopes of the phase change with inten-

sity for each carrier frequency in order to see whether the

phase-weighting protocols could be improved by more

accurate phase data.

2.7. Receiver operating curves

In order to evaluate how well the techniques were recog-

nizing responses, we plotted receiver-operating curves

(ROC) for each subject in each condition. The probability

of true positives (y-axis) was the percentage of detections at

the 8 stimulus frequencies and the probability of false posi-

tives (x-axis) was the percentage of detections at the 4

control frequencies. Points on the ROC were calculated at

protocol decision criteria of P , 0:05, 0.10, 0.20, 0.30,

0.40, 0.60, and 0.80. The area under the curve (A), calcu-

lated by joining these points was used as a measure of detec-

tion accuracy (Swets, 1988; Swets et al., 2000).

2.8. Statistical analyses

In order to determine whether weighted averaging

improved the detection of responses over normal averaging,

we compared the F-ratios obtained after the two procedures.

The F-ratio provides a way to assess the SNR. The F-ratio is

actually a measure of the signal-plus-noise to the noise.

When the SNR approaches 0, the F-ratio will approach

one. Other than this, the F-ratio will be affected by the

experimental manipulations in a similar way to the SNR.

Prior to statistically comparing these ratios across the differ-

ent protocols, we normalized the ratios by taking their

square root, effectively using an amplitude-based rather

than power-based SNR. The effects of weighted versus

normal averaging were assessed using an analysis of

variance (ANOVA) with repeated measures across subjects.

We used a 3-way ANOVA (protocol £ time £ carrier-

frequency) and repeated this ANOVA at 50 dB and at 0

dB SPL. The time variable was equivalent to the number

of sweeps averaged prior to analysis (4, 8, 16, 24 sweeps

lasting approximately 1, 2, 4, and 6 min, respectively). A

second set of ANOVAs was performed on the amplitude

measurements to see if weighted averaging caused any

signi®cant changes in the responses. Greenhouse±Geisser

corrections for the probability levels were used when appro-

priate.

Unfortunately, there is no easy way to compare the SNR

across the different detection-protocols since the noise was

differently estimated in each protocol. We therefore

assessed the effects of the protocols upon the incidence of

signi®cant responses (at P , 0:05) using the McNemar test

(McNemar, 1947; Siegel, 1956). Basically, if L is the

number of responses that change from signi®cant to non-

signi®cant between the different detection protocols and M

the number of responses that change from non-signi®cant to

signi®cant, the value

�uL 2 Mu 2 1�2
L 1 M

is distributed as x 2 with one d.f. Since multiple tests could

be performed in our experimental design, we performed

these tests in a hierarchical manner, only checking further

if global effects were signi®cant.

The areas under the ROC plots were evaluated using an

ANOVA design. Other studies have used this approach to

ROC areas (Thompson and Zucchini, 1989; Song, 1997).

Thresholds were compared using ANOVAs. Physiologi-

cal thresholds (using weighted averaging over 24 sweeps

and the phase-weighted t test detection protocol) were

compared to behavioral thresholds using a two-way (proto-

col £ carrier-frequency) ANOVA with repeated measures

across subjects. Thresholds among the different detection

protocols were compared using a 3-way (protocol £ time

£ carrier-frequency) ANOVA.

3. Results

3.1. Illustrative data

Fig. 3 shows data recorded from one subject as the

number of sweeps increased from 4 to 24 and as the inten-

sity decreased from 50 to 10 dB SPL. The steady-state

responses are displayed in the frequency-domain after

weighted averaging. The average amplitudes and phases

of the responses across all the subjects are plotted in Fig.

4. Table 1 gives estimates of the variance across subjects.

3.2. Effect of weighted averaging

The weighted-averaging protocol improved the detection

of signals over the normal-averaging protocol. The ANOVA

of the square root of the F ratios at 50 dB SPL showed a

signi®cant main effect of protocol (F � 12:0; d.f.� 1,19;

P , 0:01). As expected, the SNR was greater after a longer

period of analysis (F � 45:6; d.f.� 3,57; P , 0:001) and

differed across carrier-frequency (F � 4:5; d.f.� 7,133;

P , 0:01). There was a signi®cant interaction between

protocol and time (F � 6:1; d.f.� 3,57; P , 0:05) with

the protocol effect being larger after a longer period of

analysis. There were no signi®cant effects in the ANOVA

of the results at 0 dB SPL. The ROC analysis (Fig. 5)

showed a greater amplitude under the curve for the weighted

averaging, particularly after a higher number of sweeps, but

neither the main effect nor the interaction reached signi®-

cance on the ANOVA.

The averaging protocols decreased the measured ampli-

tude of the response as the number of sweeps increased. The

ANOVA conducted on the amplitudes of the responses at 50

dB SPL showed a signi®cant decrease with an increase in

the number of sweeps (F � 7:6; d.f.� 3,57; P , 0:01), and

a signi®cant effect of carrier frequency (F � 7:4;

d.f.� 7,133; P , 0:001). There was a small decrease in
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Fig. 4. Effects of intensity on amplitude and phase. This ®gure shows how the amplitudes and phases of the responses change with stimulus intensity. The

amplitudes were normally averaged over all 20 subjects whether or not the responses were recognized as signi®cant. The amplitudes at the 0 dB SPL intensity

therefore indicate the noise levels of the recording. The phases were vector-averaged across subjects only when the responses were signi®cant. Data were then

only plotted if 5 or more subjects contributed to the average.

Fig. 3. Auditory steady-state responses at different intensities. This ®gure shows the responses to all 8 stimuli in one subject as the stimulus intensity is

decreased from 50 to 10 dB SPL. On the left are shown the responses after averaging 4 sweeps and on the right, after averaging 24 sweeps. The arrowheads

indicate responses that were recognized as signi®cant using the F test at P , 0:05.



amplitude with weighted averaging and this decreased with

an increase in the number of sweeps ± from 12% after 4

sweeps to 3% after 24 sweeps. However, these changes did

not reach signi®cance in the ANOVA. At 0 dB SPL, where

there was no response and the measurements were effec-

tively evaluating noise, the ANOVA showed a signi®cant

decrease in amplitude (42% after 4 sweeps and 35% after 24

sweeps) with weighted averaging (F � 5:4; d.f.� 1,19;

P , 0:05) as well as a more signi®cant decrease with an

increase in the number of sweeps.

3.3. Comparison of detection protocols

Phase-weighting increased the number of responses that

were recognized as signi®cant. This effect depended upon

whether the recorded response had a phase that was similar

to the expected phase. The changes occurring with phase-

weighting are illustrated in Fig. 6, which shows the opera-

tion of the F test and the phase-weighted t test on some data

from a single subject. After 8 sweeps had been averaged,

both techniques showed signi®cant responses. However,

after 4 sweeps only, the phase-weighted t test detected the

response as signi®cantly different from noise.

We ®rst evaluated whether the tests gave the expected

number of false-positive detections. At a signi®cance level

of P , 0:05, the incidence of false positives should be 5%.

Two sets of data can be used for this evaluation. The ®rst is

the incidence of detections at frequencies where there was

no stimulus, i.e. at the 4 control frequencies at all intensities.

The second is the incidence of detections when there was no

stimulus, i.e. at the stimulus frequencies when the intensity

was 0 dB SPL. The results are shown in Table 2. None of the

incidences was signi®cantly different using x2 from the

expected level of 5%.

The incidence of response detection varied with the

number of sweeps analyzed and with the intensity. This is

shown diagrammatically in Fig. 7. As can be seen, the

phase±amplitude protocols (F test and phase-weighted t

test) generally detected more responses than the phase-

alone protocols (phase coherence and phase-weighted

coherence). In addition, the phase-weighted protocols

(phase-weighted coherence and t test) detected more

responses than the protocols that were independent of

phase (F test, coherence). The phase-alone protocols

based on the weighted averaging were not signi®cantly

different from the same protocols based on unweighted data.

The McNemer test basically compares the incidence of

tests that become signi®cant with a change in the testing

protocol to the incidence of tests that lose signi®cance,

using the null hypothesis that these incidences are equal.

Our initial McNemer analysis compared pairs of tests

using all the data across intensity and frequency. Subse-

quent speci®c comparisons to determine whether phase

alone or phase and amplitude gave more detections were

between phase coherence and the F test and between

phase-weighted coherence and the phase-weighted t test.

The comparisons to determine whether phase-weighting

improved the detection were between phase coherence and

phase-weighted coherence, and between the F test and the

phase-weighted t test. These are shown in Table 3.

Whereas the McNemer test compares the detection of

responses at one criterion, the ROC area uses all criteria.

Using all of the ROC data across detection protocol, inten-

sity, and number of sweeps, we found the expected signi®-

cant effects of intensity (F � 46:5; d.f.� 5,95; P , 0:001)

and number of sweeps (F � 13:4; d.f.� 3,57; P , 0:001).

In addition, there was a protocol vs. number of sweeps

interaction (F � 2:3; d.f.� 9,171; P , 0:05). Post hoc test-

ing showed that the phase-weighted protocols performed

better than the unweighted protocols and that this effect

was greater for the lower numbers of sweeps. Table 4

gives the mean areas under the curve for the different proto-

cols and Fig. 8 shows the ROCs plotted from data combined

across all subjects.

3.4. Thresholds

The mean thresholds for the different techniques across

the 20 subjects are shown in Fig. 9. The phase-weighted t

test detected responses at lower levels than the other tests.

The ANOVA considered the two kinds of phase coherence

and phase-weighted coherence separately, so that there were
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Fig. 5. Weighted averaging. This ®gure compares the ROC for detecting

responses after weighted averaging or after normal averaging. The ®gure

also shows the effects of combining 4 or 24 sweeps prior to the analysis.

Table 1

Variability of the responses at 50 dB SPLa

Carrier (Hz) 500 750 1000 1500 2000 3000 4000 6000

Modulation (Hz) 78 80 83 85 87 90 92 95

Ear R L R L R L R L

Amplitude (nV) 66 51 65 42 47 28 37 38

SD 90 49 46 33 54 11 33 42

Phase (8) 83 92 100 113 127 119 120 141

CSD 60 44 37 31 28 46 39 42

Pilot phase 120 74 104 77 120 87 138 113

a The CSD is the `circular standard deviation'. The `pilot phase' derives

from pilot experiments and was used as the expected phase for the assess-

ment of the responses at 50 dB SPL.



6 different protocols. The ANOVA showed a signi®cant

effect of the number of sweeps (F � 5:1; d.f.� 3,57;

P , 0:05) with the thresholds being lower after more

sweeps had been combined and a signi®cant effect of carrier

frequency (F � 4:0; d.f.� 7,133; P , 0:01) with the

thresholds being lowest for carrier frequencies of 1500

Hz. There was also a signi®cant effect of protocol

(F � 66:6; d.f.� 5,95; P , 0:001) with the lowest thresh-

olds occurring with the phase-weighted t test and an inter-

action between protocol and carrier frequency (F � 2:8;

d.f.� 35,665; P , 0:01) with the protocol effect being

less evident at 500 and 750 Hz. Table 5 compares the differ-

ences between the physiological thresholds and the beha-

vioral thresholds.

The phases expected on the basis of pilot experiments

were not equal to the mean phases obtained from the actual

experiment, with differences ranging from 236 to 1378 at

50 dB SPL. We therefore recalculated the thresholds using

the actual mean phases at 50 dB SPL and the mean phase-

change with intensity for each carrier frequency. The new

thresholds for the phase-weighted t test were on an average

less than 1 dB better than those calculated on the basis of the

pilot data. However, this difference was not statistically

signi®cant.

4. Discussion

4.1. Weighted averaging

In keeping with our previous ®ndings (John et al., 2001),

the present results show clearly that weighted averaging

improves the SNR compared to normal averaging. This

effect was caused by a signi®cant reduction in the noise

amplitude with weighted averaging. The estimated response

amplitude also decreased ± partly due to the reduction in the

noise and partly due to the weighted averaging itself ± but

this was much less than the reduction in the noise and was

not signi®cant on statistical testing. Since our subjects were

relatively quiet during the recording sessions, the effect of
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Table 2

Incidence of false-positive detectionsa

Test Phase coherence Phase-weighted coherence F test Phase-weighted t test

Non-stimulus frequencies 4.4 4.7 5.5 5.9

Stimulus frequencies 0 dB SPL 3.9 4.7 4.7 4.7

a Incidence is in percentage. The total number of tests for the non-stimulus frequencies was 1920 (20 subjects, 4 times, 4 frequencies, 6 intensities) and for the

0 dB SPL was 640 (20 subjects, 4 times, 8 carrier-frequencies). The expected incidence is 5%.

Fig. 6. Effects of phase-weighting. This ®gure compares the F test and the t test during the recognition of a response to a 1500 Hz tone modulated at 85 Hz and

presented at 50 dB SPL. On the left are plotted the signals with the adjacent noise measurements (60 bins on either side of the signal, with the signal bin

indicated by the arrow). For the F test, all of the measurements are necessarily above zero. The response is not recognizable at P , 0:05 after 4 sweeps have

been averaged but is recognizable after 8 sweeps have been averaged. For the t test, the data are projected onto the expected phase and vary above and below

zero. The response is clearly recognizable after 4 sweeps and even more prominently after 8 sweeps. On the right, the data are plotted in polar form. The noise

data are not plotted individually, but the P , 0:05 con®dence limits for the noise are plotted together with the response.
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Table 3

Differences between testsa

X Y Sweeps L(X 1 & Y 2 ) M(X 2 & Y 1 ) Signi®cance

Phase coherence F test 4 21 72 ***

8 25 78 ***

16 20 74 ***

24 20 65 ***

Phase-weighted coherence Phase-weighted t test 4 26 56 **

8 22 79 ***

16 21 65 ***

24 15 60 ***

Phase coherence Phase-weighted coherence 4 23 75 ***

8 43 57

16 43 62

24 48 71 *

F test Phase-weighted t test 4 41 72 **

8 47 65

16 48 57

24 46 69 *

a The column labeled L gives the number of tests (out of a total of 960 ± 20 subjects, 6 intensities, 8 carrier frequencies) that were positive for test X and

negative for test Y. The column labeled M gives the number of tests that were negative for test X and positive for test Y. Signi®cance from the McNemar test is

given as: *, P , 0:05; **, P , 0:01 and ***, P , 0:001.

Fig. 7. Response detection. This ®gure plots the incidence of detected responses using the different protocols at two different intensities (50 and 30 dB SPL)

after combining either 4 or 24 sweeps. The false-positive detections do not show any clear pattern. The true-positive detections are generally larger for the

phase-weighted protocols (darker shading) than for the unweighted protocols and generally larger for the amplitude-phase protocols (F test and t test) than for

the protocols based on phase alone. The data from two versions of the phase-based measurements are included: one based on an epoch-by-epoch analysis and

one following weighted averaging.



weighted averaging was small and did not show up as signif-

icant in either the McNemer comparisons or the ROC area

measurements.

4.2. Phase and amplitude in the detection of responses

We found that using both phase and amplitude (F test)

rather than phase alone (phase coherence) led to higher

levels of response detection. This effect is small and

shows up most clearly on the McNemer tests. The ROC

data show similar effects but these do not reach signi®cance.

The fact that the differences are small explains why previous

studies (e.g. Picton et al., 1987; Valdes et al., 1997) have not

found signi®cant effects. The small difference indicates that

the phase of the response may be more reliable than ampli-

tude, in terms of the variability between subjects. However,

such a comparison is dif®cult to evaluate because of the

circular nature of phase.

4.3. Phase-weighting

Weighting the data so that the detection protocols favor

responses with phases similar to those that are expected on

the basis of prior knowledge improves the accuracy of

detection. Phase-weighting has a similar effect for both

phase-amplitude assessments and simple phase coherence.

We derived the expected phase from two kinds of prior

knowledge. To evaluate responses at 50 dB SPL, we used

the phases of other subjects studied in pilot experiments. To

evaluate responses at lower intensity, we used the phase of
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Fig. 8. ROC analysis for different detection protocols. This ®gure plots the ROC data using the 4 different protocols after 4 or 24 sweeps were averaged. The

advantage of phase-weighted protocols over unweighted protocols is more obvious after 4 sweeps than after 24.

Table 4

ROC areas

Intensity (dB SPL) Number of sweeps Detection protocol

Phase coherence Phase-weighted coherence F test Phase-weighted t test

50 4 0.77 0.85 0.81 0.84

8 0.84 0.88 0.87 0.87

16 0.90 0.91 0.90 0.88

24 0.92 0.90 0.92 0.91

40 4 0.69 0.81 0.71 0.82

8 0.72 0.81 0.76 0.84

16 0.78 0.84 0.83 0.86

24 0.86 0.89 0.88 0.89

30 4 0.64 0.71 0.64 0.75

8 0.64 0.75 0.64 0.75

16 0.72 0.76 0.71 0.77

24 0.73 0.76 0.75 0.77

20 4 0.55 0.49 0.56 0.53

8 0.56 0.53 0.60 0.53

16 0.60 0.60 0.61 0.60

24 0.67 0.62 0.65 0.63



each subject recorded to each of the stimuli at 50 dB

adjusted by an expected change in phase with intensity

derived from the pilot data. The second approach was

more effective, probably because it eliminated much of

the inter-subject variance. Other sources of prior knowledge

might be used to set an expected phase. For example, if

several of the responses are recognized as signi®cant during

a multiple stimulus protocol, an expected phase for the

responses that are not yet signi®cant can be extrapolated

from the phases of the recognized responses.

In general, phase-weighting worked better when the

response was not quite recognizable using normal techni-

ques. This can be seen in the top part of Fig. 7 where there is

a clearly bene®cial effect of phase-weighting after 4 sweeps

but not after 24 sweeps.

We used a simple cosine weighting function. This gentle

weighting function worked reasonably well even when the

expected phases from our pilot data were not completely

accurate. Other weighting functions, such as the cosine-

squared function of Dobie and Wilson (1994b), might be

more effective in some situations. For example, one might

adjust the `tightness' of the weighting function to the degree

of normal inter-subject variance. Whatever the weighting

function, one must ensure that applying the function does

not distort the probability estimates (cf. Fig. 2).

The present set of experiments looked at the effects of

phase-weighting on auditory steady-state responses

recorded in sleeping adults using stimulus rates of 78±95

Hz. Phase-weighting should also improve threshold estima-

tion in infants and young children, but this is yet to be

evaluated. Phase-weighting may also facilitate threshold

estimation for steady-state responses near 40 Hz. Indeed,

phase-weighting might be more effective at these stimu-

lus-rates because of the lower inter-subject variance of

phase.

4.4. Thresholds for the steady-state responses

The response thresholds for recognizing the auditory

steady-state responses using phase-weighting were on an

average 21 dB above those obtained behaviorally (Table

5). This difference is higher than the 13 dB difference

reported by Lins et al. (1996), the 11 dB reported by Herd-

man and Stapells (2001), and the 12 dB reported by Perez-

Abalo et al. (2001), all studies using similar multiple-stimu-

lus protocols. The difference likely depends on the strict

threshold-seeking algorithms used in the present study,

and the short recording periods at near-threshold levels

(discussed in a subsequent paragraph). Protocols using

single-stimulus auditory steady-state responses in normal

subjects have reported thresholds that are on an average

28±34 dB (Aoyagi et al., 1994) and 17±35 dB (Rance et

al., 1995) above normal behavioral thresholds (HL). These

comparisons are not really the same as ours since the

subjects tested may not have had hearing thresholds at 0

dB HL, either from the variability of individual thresholds

or the variability of the acoustic noise levels during testing.

We did not test in a properly sound-attenuated room and our

subject's thresholds were 6±17 dB above normal HL thresh-

olds.

The steady-state responses at stimulus rates of 75±100 Hz

can provide thresholds that are similar to those obtained

with stimulus rates near 40 Hz. The average differences

between the thresholds for the 40 Hz responses and beha-

vioral thresholds vary between 3 and 18 dB (Szyfter et al.,

1984; Rodriguez et al., 1986; Aoyagi et al., 1993). The

advantages of using the faster stimulus rates is that the faster

responses are not affected by sleep (Cohen et al., 1991; Lins

and Picton, 1995), can be recorded in infants (Rickards et

al., 1994, Lins et al., 1996) and can be recorded using multi-

ple simultaneous stimuli (Lins and Picton, 1995; John et al.,

1998). These advantages are particularly important when

testing the hearing of newborn infants and young children.

In patients with hearing loss, thresholds for the auditory

steady-state responses are lower relative to behavioral
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Table 5

Thresholdsa

Carrier (Hz) 500 750 1000 1500 2000 3000 4000 6000

Behavioral 18 13 10 13 18 21 19 11

SD 6 5 7 7 6 8 6 9

HL (inserts) 9 4 7 2 22

F test threshold 43 40 34 37 33 42 41 34

F difference 25 27 24 24 15 21 22 23

SD 13 10 13 14 9 11 13 15

t Test threshold 45 43 32 35 30 40 39 30

t Difference 27 30 21 22 12 19 20 19

SD 14 11 14 15 9 13 11 16

a Thresholds are expressed in dB SPL for behavioral, HL, F test and t test.

The HL levels are from Wilber (1994). F difference and t difference are the

differences between the F test threshold and the behavioral threshold and

between the t test threshold and the behavioral threshold. Differences are in

dB.

Fig. 9. Threshold estimations. This ®gure plots the physiological thresholds

for each of the carrier frequencies according to the type of detection proto-

col and whether the number of sweeps (N) averaged prior to analysis was 4

or 24.



thresholds than in normal subjects (Rance et al., 1995; Lins

et al., 1996; Aoyagi et al., 1999; Perez-Abalo et al., 2001).

This will show up as a slope of greater than 1.0 when regres-

sing the physiological thresholds (x) against the behavioral

thresholds (y). For example, Rance et al. (1995) found a

regression equation for the thresholds at 1000 Hz of

y � 1:18x 2 26:1

and Lins et al. (1996) found an equation over the frequen-

cies between 500 and 4000 Hz of

y � 1:3x 2 30

We had expected to obtain thresholds that were closer to the

behavioral thresholds. Two reasons may have explained the

discrepancy between our expectations and our results. First,

our threshold detection algorithm was very conservative

(perhaps Draconian) in its requirement that all supra-thresh-

old responses be signi®cant. When testing patients, we have

sometimes noted that a response may be insigni®cant at one

intensity and then appear consistently at lower intensities.

Just as there is a small chance that a response may be falsely

recognized when it is not there, there is also a small chance

that a response may not be recognized when it is there. Since

there is always a 1 in 20 chance of a false detection when

using a P , 0:05 criteria, we clearly cannot just conclude

that threshold is at the lowest level at which a response is

recognized. However, we could consider a decision rule

along the lines that threshold is the lowest intensity at

which a response is detected, provided that it was also

detected at an intensity 10 dB higher (Picton et al., 1998).

Deciding upon the most effective threshold-seeking algo-

rithm is not simple and will require further research.

The second reason for the discrepancy between beha-

vioral and physiological thresholds depends on when the

recording stops. A recording should stop as soon as all of

the responses are recognized or until the noise has been

attenuated below the level at which a response might be

recognized. Although at high intensity we could have

stopped the recording earlier, at low intensities we could

have allowed the recording to continue much longer. Herd-

man and Stapells (2001), for example, recorded for up to 12

min. when the stimuli were near threshold.

Although using different threshold-seeking algorithms

and increasing the time for recording near-threshold

responses could have lowered our physiological thresholds,

the effects of the different testing protocols on threshold-

estimation were still clear. First, phase-weighting signi®-

cantly reduced the estimated thresholds, thus making them

closer to the behavioral thresholds. Second, thresholds were

even more reduced by increasing the amount of averaging

prior to response evaluation.

4.5. Estimating behavioral thresholds

The lowest intensity at which a physiological response

can be recognized will always be higher than the subject's

behavioral threshold, provided that the subject is following

instructions correctly during the behavioral testing. Physio-

logical responses are dif®cult to record at near-threshold

intensity because the amplitudes of the responses are nearer

to the noise levels of the physiological recording and

because the response may vary from moment to moment

and therefore not show up in averaged recordings.

One way to make the estimate of threshold more accurate

would therefore be to subtract the expected difference

between physiological and behavioral thresholds from the

physiological threshold. However, patients with a hearing

loss often have a physiological threshold that is closer to the

behavioral threshold than normal hearing subjects. This is

likely related to recruitment. Simply subtracting a constant

amount from the physiological threshold might therefore

underestimate the behavioral thresholds in patients with

hearing-loss. This problem could be circumvented by

using a regression between physiological and behavioral

thresholds (cf. Rance et al., 1995).

5. Conclusions

The use of both phase and amplitude in detection proto-

cols recognizes more auditory steady-state responses than

using phase data alone. Further improvement comes from

weighting the detection protocols to recognize responses

with a phase near that which is expected.
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